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1. The TES tank is considered adiabatic.

2. At midnight (the beginning of the optimization process and the end) the tank is at

20% of its capacity.

3. The temperature difference the chillers have to provide to the water is constant and

of 12oF. The water entering the chillers will be always at 51oF (sometimes some cold

water will be mixed to the input water to achieve this temperature) and the exiting

water will leave at 39oF.

4. The COP of the chillers depends on the wet bulb temperature and the flow rate, and

the relationship is non-linear. Its dependence on these parameters can be seen in Figure

2.1. It increases with higher cooling volume and for a fixed cooling volume, it increases

as temperature decreases. This plot is obtained for a chiller of COPcool = 6:45 and a

cooling capacity of 2300gal=min.

5. The chillers are run at their design capacity (or close to it), therefore their COP will

only depend on the wet bulb temperature.

6. Due to the slow dynamics of the chillers, high energy cost and all the non-linearities

related to their turning on and off, turn-on and turn-off events should be minimized

and avoided as much as possible.

7. An accurate prediction of the wet bulb temperature and cooling needed for the whole

day is available. Real values from UC Irvine campus from the year 2000 are used. Both

cooling and temperature are provided with 15 minutes interval to develop an approach.

8. For early results, all chillers are considered equal in capacity and COP.

9. If the chillers have different COPs, the most efficient ones (the ones with the higher

COP) will be turned on first, and the least efficient ones will be used as a last resort.
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Figure 2.1: COP of a single chiller. Each line shows how the COP changes as a function of
the cooling provided at a fixed temperature. Values obtained from [1], Appendix A.

As we will see on Section 2.6, it will allow us to have a convex cost functional, which

can be optimized numerically.

Some of these assumptions are not critical (e.g. number 2) and can be made flexible or easily

removed. Others, on the other hand (e.g. number 9) require some effort.

2.2 Cost function

We only consider the direct energy costs and do not include capital costs, maintenance,

depreciation and other costs. In particular, we focus on the costs for generating the cooling

needs of the campus. As electric chillers are used, the cost during each period is

cost = Cenergy ·We [$] (2.1)
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where Cenergy is the energy cost in $=kWh (varies throughout the day) and We is the energy

used in kWh. The price of the energy will be discussed in more detail later on. From the

definition of COP,

COPcool =
Qc

We
(2.2)

where Qc is the heat removed from the water, and We the energy needed to do so. The last

step is to combine both equation 2.1 and 2.2 to find the cost of running the system during

any given period (e.g. 15 minutes of one hour interval).

cost =
Qc · Cenergy

COPcool
(2.3)

The heat removed from water Qc can be expressed as

Qc = ∆T [K ] · Cp;H 2O;l [J=kg · K ] · 3:8[kg=gal] · x[gal] [J ] (2.4)

where x is the mass flow of chilled water at a certain time and ∆T the change in the water

temperature. As mentioned on Section 2.1, ∆T = 12oF = 6:67K and is constant during the

operation.

To find the total cost to run this system for the whole day, it has to be integrated, but since

both the cooling and the temperature are in discrete intervals, the cost over the whole day

can be expressed as

cost =

ntsteps∑
i=1

Qc;i (x i ) · Cenergy;i

COPcool;i (x i ; Ti )
(2.5)

As it can be seen on Figure 2.2, turning on more chillers creates a spiky profile for the

9



Figure 2.2: COP of the chillers. The nonconvexity of its dependence on the wet bulb
temperature and the water flow can be observed. Values obtained from [1], Appendix A.

Figure 2.3: COP of the chillers for a fixed wet bulb temperature. The nonconvexity is due to
the turning on of chillers and the fact that they no longer work at nominal capacity. Values
obtained from [1], Appendix A.
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effective COP of the system and thus turning the cost function non-convex. For a fixed wet

bulb temperature, the dependence of the COPcool on the water flow can be seen on Figure

2.3. The drops in COPcool correspond to the turning on of the chillers. The first drop is the

biggest as it goes from having 1 chiller working at 100% of its capacity to 2 working at 50%.

For the consecutive turning on of chillers, they will work at higher percentages every time,

and hence, giving less pronounced spikes.

Since we assume it is desired to run the chillers at near optimal condition, something the TES

tank makes possible, we assume the chillers are only going to be used near their nominal

capacity, or close to it (i.e. 95% - 100%). This can be seen on Figure 2.4. Solid lines

represent the areas where the chillers are working close to their nominal capacity. To lose

the dependence of the COPcool with the water flow, it is going to be considered constant

for a fixed wet bulb temperature. For this temperature in particular, the dashed horizontal

line represents its value. Naturally, the scheme we use must guarantee a solution that has

chillers running in the assumed range.

In doing so, some error is introduced, but the benefits it provides are substantial. Now,

that the COPcool only depends on the wet bulb temperature, using the MATLAB’s func-

tion polyfit and having the data of the COPcool for every temperature, a second order

polynomial is found

COPcool(T) = 6:45− 0:1(T − 34) + 8:54 · 10−4(T − 34)2 (2.6)

which can be rewritten as a constant times a function depending on temperature:

COPcool(T) = COPmax · a(T) (2.7)

where in this particular case COPmax = 6:45. Note that since temperature is time varying,

equation 2.7 will have to be computed at each time step to know how COPcool changes

11



Figure 2.4: COP of the chillers for a fixed wet bulb temperature. The dotted line represents
the COPcool for the whole range of cooling capacity while the solid black pieces are the
COPcool of the chillers when are working close to their nominal capacity. The horizontal line
shows the assumed COPcool.
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over time. Additionally, since the profile of the temperature throughout the day is assumed

known, COPcool for each time step (e.g. one hour or fifteen minutes) can be treated as a

constant in the cost function.

With these changes, the cost function can be written as

cost =

ntsteps∑
i=1

K i · x i (2.8)

K i =
∆T · Cp;H 2O;l · 3:8 · Cenergy;i

COPcool;i

where x i is the cooling provided at step i . Additionally, K i will be further modified on

section 2.3.

It can easily be seen that equation 2.8 is a linear optimization process and therefore guar-

anteed to converge in a fast way. The optimization problem will be defined as

min f T · X such that

 A · X = b

lbi ≤ x i ≤ ubi

(2.9)

where lbi and ubi are the lower and upper boundaries respectively .

2.3 Energy price

As explained earlier, the price of the energy is not constant throughout the day, and thus

there is a need for shifting the cooling load during the most expensive hours of the day to

the cheapest ones. Figure 2.5 shows a typical variation of the price of the energy for a 24

hour period.

Shifting the cooling to the night hours, besides from lower energy prices, it’s also beneficial

13



Interval Price
0am - 8am 0.074

8am - 12pm 0.092
12pm - 6pm 0.136
6pm - 10am 0.092
10pm - 0am 0.074

Figure 2.5: Price of the energy throughout the day in $=kWh.

due to the fact that chillers have a higher efficiency when working with lower temperatures.

Looking back at equation 2.9, we can combine the term Cenergy;i with the temperature

dependence of COPcool;i (note that COPcool;i is known ∀i since all the temperatures are

assumed known). This will give us an idea of how the temperature affects the efficiency of

the chillers, and thus what we call scaled price of the energy (C̄energy ).

C̄energy;i (T) =
Cenergy;i

a(T)
(2.10)

Now the cost function obtained on equation 2.8 can be expressed as

cost =

ntsteps∑
i=1

K i · x i (2.11)

K i =
∆T · Cp;H 2O;l · 3:8 · C̄energy;i

COPmax

The concept of scaled price of the energy (equation 2.10) is shown in Figure 2.6. It can be

appreciated that a slight change in temperatures causes lower efficiency on the chillers and

14



Figure 2.6: Price of the energy after considering the temperature variations, in $=kWh.
Example made using temperature data of May 19th, 2000.

therefore, the scaled price rises.

2.4 Constraints

Once the cost function is known, the constraints have to be implemented.

2.4.1 Physical constraints

The physical constraints are the most basic and direct ones. Recall that x i represents the

total amount of water chilled by all the chillers at a certain time step. The fist two constrains

correspond to the use of the chillers and how much water are able to chill per unit of time.

The first one is that the water flow has to be positive, i.e. chillers cannot chill a negative

15



amount of water. This is expressed as

x i ≥ 0 (2.12)

The second one is that the chilled water cannot exceed the capacity of all the chillers working

at their nominal capacity. This is

x i ≤ nmax · xmax (2.13)

where nmax is the maximum number of chillers and xmax is the maximum chilling capacity

of each chiller. When working with chillers with different capacities, this equation will have

to be modified.

The last two constrains will correspond to the use of the TES tank. It cannot store a negative

amount of water, indeed it is not desirable that the stored water goes below a certain limit.

Another constraint is that the TES tank cannot be overfilled. For safety purposes some

value around 90% should be good. These last constraints will consider the amount of water

coming in (x i ), the amount of water going out (i.e. the demand D i ) and the previous level.

The constraint that prevents the tank from being empty is equation 2.14 while equation 2.15

prevents the overfilling of the tank.

levelmin ≤ TESinitial +
nt∑

i=1

x i −
nt∑

i=1

D i (2.14)

levelmax ≥ TESinitial +
nt∑

i=1

x i −
nt∑

i=1

D i (2.15)

For practical purposes, it is not desirable that levelmin goes below 10% − 20% and as said

before, levelmax should be around 90% to avoid overfilling the tank.

Figure 2.7 shows the solution of the optimization problem described in equation 2.9. The

16



Figure 2.7: Chillers used throughout the day when only physical constraints are applied.
Also real value of wet bulb temperature from May 19th, 2000 presented to easily show how
the use of chillers is directly affected by it.

wet bulb temperature throughout the day is also shown. It can be appreciated how a small

change on the temperature provoke the turning on or off of chillers. Also, this solution has

avoided the use of chillers during the most expensive hours of the day (12pm-6pm), while

charging the TES tank during the night time. Turning chillers on around 6pm, is due to the

TES tank being emptied and price of electricity being reduced.

2.4.2 No-increase / No-decrease constraints

Once it has been established that the process is physically possible, the next step is to have

this process in a reasonable way. The next set of constraints are the ones that regulate the

turning on and off of the chillers. Since these are long and nonlinear processes that require

a great deal of energy, it is desirable to keep them to a minimum. Also, an excessive turning

on and off on the chillers may also lead to substantial reduction in durability. To avoid this,

17



three cases are considered:

• Do not let the chillers turn on during the expensive hours of the day (i.e. turning on

of chillers at or after 6pm).

• Let the chillers turn off as the expensive hours approach (i.e. turning off of chillers

during the morning and early afternoon).

• Do not turn off a chiller if it has to be turned on again a couple hours later (i.e. do

not turn off a chiller after 3pm if it is going to be turned on again at 6pm).

These constraints are introduced as follows

x i ≥ x i+1 ∈ No-increase interval (2.16)

x i ≤ x i+1 ∈ No-decrease interval (2.17)

x i = x i+1 ∈ No-increase & no-decrease interval (2.18)

Figure 2.8 shows the optimal solution for the same day presented in the previous section

but now with no-increase/no-decrease conditions applied. It can be seen that this solution

has fewer changes in the number of chillers than the one that was previously obtained. This

solution still stores water at night and thanks to the no-increase/no-decrease conditions, now

the oscillation of temperatures do not affect that much the behavior of the chillers. Right

before midnight, some chillers are turned on to ensure that the level of the tank at the end

of the day is the adequate.

If analyzed closely, it can be seen that this solution does not work with the chillers at

maximum capacity: 4.6 for the first 6 hours, 2.8 until noon and 7.4 at 11pm until midnight.

This is a violation of the assumptions since one of the premises was that chillers worked at

nominal capacity, and thus having a COPcool only dependent on the wet bulb temperature

and not on the water flow rate. Therefore, additional constraints are going to be needed.
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Figure 2.8: Chillers used throughout the day when No-Increase/No-Decrease intervals are
applied. Solution from May 19th, 2000.

2.4.3 Working band constraints

In this section, the problem where the chillers do not work at nominal capacity is addressed.

This is achieved by adding a new set of constraints, called the working band constraints.

The working band as a concept represents the range of flow rates that are acceptable for a

particular number of chillers on. The range considered as acceptable will be 95% − 100%.

Going back to Figure 2.4, it can be observed that for a flow rates close to the maximum, the

COPcool can be considered as maximum and constant. These constraints are expressed as

x i ≥ 0:95 ni · xmax (2.19)

x i ≤ ni · xmax (2.20)

where ni are the number of chillers working, and xmax the maximum cooling capacity of each
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chiller. Remember that for now, all the chillers have the same capacity. Equation 2.19 will

substitute equation 2.12 for the lower bound, and equation 2.20 will substitute equation 2.13

for the upper bound.

To implement these constraints, the algorithm will first need an estimated solution (i.e.

solution obtained with only the physical and no-increase/no-decrease constraints, shown on

Figure 2.8). This solution will most likely have chillers working outside their acceptable

range and thus the number of chillers should be rounded up or down.

When rounding up the number of running chillers for a certain hour, they will cool more

water than expected. Therefore, the tank will be fuller than what was supposed to be. In

certain circumstances this could mean the overfilling of the tank. If the number of running

chillers is rounded down, the opposite can happen. Due to the risk of shortage of water or

overfilling of the tank, the process of rounding up or down has to be considered at every

time step (e.g. 24 times (one for each hour of the day), 96 times (every fifteen minutes)...).

Figure 2.9 shows the logic behind this, which can be summarized in:

• Decimal number of chillers is under an established threshold: Number of chillers will

be rounded down to the next integer if there is no risk of shortage.

• Decimal number of chillers is above the threshold: Number of chillers will be rounded

up unless there is risk of overfilling the TES tank.

The steps shown on Figure 2.9 for the process are as follows

1. The solution with the physical and no-increase/no-decrease constraints is found.

2. Time step is set to one (i.e. midnight, t1).

3. From number of chillers running at the analyzed time step (x i and t i for a general time

step i) at the previous solution, the risk of shortage or overfilling the tank is studied.
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Figure 2.9: Decision path on how many chillers assign when working bands are applied.
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Figure 2.10: Chillers used throughout the day when all the conditions are applied. Solution
from May 19th, 2000.

Then, an integer number of running chillers at this time step is picked. This number

is fixed and will not change on the optimization process.

4. The optimization process is run from time step t i+1 until the end of the day (values

from midnight to t i are already fixed and will not be considered or changed on the

optimization process). This optimization is run keeping the no-increase and no-decrease

constraints.

If x i already belongs to an acceptable band, there is no need to run the optimization.

Depending if ∆t is one hour, fifteen minutes or any other possibility, the actual time

for time step t i+1 will vary.

5. Time step is set to i + 1 and steps 3-4 are repeated until the new solution has been

found for the 24 hour period.

Figure 2.10 shows the optimal solution for the example followed in this section when the
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Figure 2.16: When chillers with different COPcool, the cost function becomes a piecewise
defined function. If chillers with the highest COPcool are turned on first, it becomes convex.

cost for a single time period can be defined as

J (t) =


cp∆TC̄energy

x(t)
COP1,max

0 < x (t) ≤ X̄ 1

cp∆TC̄energy

(
x(t)−X̄ i−1

COPi,max
+

i−1∑
j =1

xj,max

COPj,max

)
X̄ i−1 < x (t) ≤ X̄ i

(2.24)

where X̄ i =
∑i

j =1 x j;max , with x j;max the nominal capacity of the j th chiller. Since the cost of

operating the chillers depends on the wet bulb temperature, equation 2.24 will change over

time. The general form of the cost function is

J = cp∆T
nt∑

t=1

f t(x)C̄energy (2.25)

where each f t(x) is a piece-wise affine function of x:

f t(x) = di · x(t) + ci for x ∈ [x̄ i−1; x̄ i ] (2.26)
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for i = 1; · · · nchillers . The parameters di and ci depend on the COP of the chillers, so

assuming constant COPs as the chillers will only operate at nominal capacity, we have

di =
1

COPi;max
(2.27)

c1 = 0 (2.28)

ci = − X̄ i−1

COPi;max
+

i−1∑
j =1

x j;max

COPj;max
(2.29)

As shown in [18] and [19], this is equivalent to the form 0 ≤ x ≤ x̄nchiller

f t(x) = max
i=1;2;···nchiller

di · x(t) + ci (2.30)

2.6.2 Optimization method

As stated before, linprog cannot be used since the cost function is not linear anymore.

Since it is convex, another toolbox from MATLAB will be used: cvx toolbox. This

software is specially designed to work with convex problems; for more information see [20].

The problem now has to be transformed to adapt to the requirements of the new toolbox.

Since the scope of this thesis is not to show this transformation, too see it in more detail

consult [2]. The result of this transformation becomes

J ∗ = min
x(t);" (t)

n∑
i

C̄energy (t)"(t)

subj. to Gx ≤W

di · x(t) + ci − "(t) ≤ 0 for i = 1; 2; :::m; t = 1; :::nt

for x ∈ X (2.31)
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where " is an auxiliary scalar variable, nt is the number of time steps in a day, m the number

of different chillers, G and W are the constraints presented on section 2.4 and X is the

domain of operation of the chillers.

The problem now is to minimize the sum of " ’s.

2.6.3 Results

Once this is implemented, three different COPcool(T) are considered:

High COP : COPcool(T) = 9:45a(T)

Medium COP : COPcool(T) = 6:45a(T)

Low COP : COPcool(T) = 3:45a(T)

(2.32)

where a(T) is the same as presented on equation 2.7 in section 2.2. In Chapter 4, a technique

to obtain a(T) in a more general path is going to be developed.

Having different COPcool allows to test how the COPcool affects the solution. To ease these

study, the cooling capacity remains the same for all the chillers considered. Some interesting

results can be expected since now it may not be better to run most of the chillers at night and

using the ones with the lowest COP. A configuration where high COP chillers are run all day

long could end up being more cost effective. Some different configurations are implemented

using the same day (same temperature and cooling) with the results shown on Figure 2.17.

For Figure 2.17 (a), all chillers have been considered to have the same COP. Since all chillers

have the same efficiency, they are mostly going to be used during the early and late hours

of the day, where the energy is cheaper. This allows to have almost all the chillers working

before 6am, and therefore, once the energy price increases, only two chillers are enough to

supply the needed cooling. At noon, when the price of the energy increases again, all of
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(a) All chillers same COPcool. (b) 4 chillers high COP, 4 low COP.

(c) 3 high, 1 medium, 4 low COP. (d) 1 high, 3 medium, 4 low COP.

Figure 2.17: Examples of number of chillers used during the optimization process for different
combinations of COPcool. Data from May 26th, 2000.

them are turned off and they are not turned on after the energy becomes cheaper again.

Only four chillers have a high COP and the other four have low COP shown on Figure 2.17

(b). In this case, there is a difference of COPcool = 6 between the two kinds of chillers for any

temperature. Due to this huge gap, the use of the low COP chillers is going to be avoided

as much as possible. Since the cooling is not too high for this particular day, this can be

achieved, and only the high COP chillers are used. Besides from using only the high COP

chillers, the expensive hours are also avoided.

Next example, Figure 2.17 (c), has three chillers with high COP, one with a medium COP
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and three more with a low COP. Again, high COP chillers are going to be prioritized. In

this case, the lowest cost of operation takes places when only high COP chillers are used,

even during the most expensive hours. Unlike case (b), now the chillers will be run from

12pm to 6pm, shutting them down as much as possible.

In Figure 2.17 (d), four low COP chillers, 3 medium COP chillers and only one high COP

chiller will be available. In this case, the high COP chiller is going to be used the whole

time. Comparing this solution to case (a), until noon both solutions are really similar. When

the energy price is the most expensive, the efficient chiller is going to keep working, thus

accumulating more chilled water. Finally, once the energy price drops at 6pm, case (d) will

not need as much chilled water as case (a) did, having only two chillers on instead of three.

Chillers available at UC Irvine

For a system similar to that of UC Irvine, a new challenge is presented since not only the

COPcool are different for the different chillers, but also their capacities are. The values used

to solve this problem can be found on Table 1.1. One example of a solution can be seen on

Figure 2.18.

The cooling provided at every time slot is shown with the dark solid line. To know how many

chillers are running, some dotted lines are also plotted. Each line represents the capacity

when one, two, three... chillers are on. Note that chillers have to be turned on in descending

order of COPcool, otherwise the function will not be convex and no feasible solution will be

obtained.

Even though a lot of cooling is needed for this particular day (August 26th, 2000), at night

only six chillers are on, instead of the seven available. This is due to the fact that it is more

desirable to have a high efficient chiller running the whole day that to have a low efficient

one at night.
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Figure 2.18: Solution when the chillers available at UCI are used. Dotted lines represent the
capacities of the chillers. Data from August 26th, 2000.

2.7 Convex MPC optimization

Now, the methods described in sections 2.5 and 2.6 will be put together. The easiest way is

to implement equation 2.31 onto the structure present to solve MPC. Figure 2.19 shows an

example of this. The predicted solution (solid line) corresponds to August 22th, 2000 and

the update, available at 10am, to August 20th, 2000, which is a slightly warmer day.

In this particular case here, since the update corresponds to a warmer day, one chiller is

kept running for a few more hours during the expensive time, but at 6pm, when the no-

decrease condition becomes active, just two chillers need to be turned on (instead of the

three originally planed).

The importance of being able to run a convex MPC optimization is that it can actually be

used by the power plant in case the prediction from the previous night was not accurate.
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Figure 2.19: Example of a convex MPC optimization. Values for the chillers available at
UC Irvine have been used. Data for predicted solution (solid line) from August 22th, 2000,
and update at 10am (dashed line) from August 20th, 2000. Dotted lines show the maximum
cooling capacity for each chiller.
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2.8 Adjustments to the code

Some alterations were done to the code from [1] and [2] to have a more robust and adaptable

solution to the original problem. These changes are considering a variable time step instead

of an hourly one and changing the limits of the working bands.

2.8.1 Variable time step

Wet bulb temperature and cooling demand for the campus of UC Irvine for the year 2000

was recorded every 15 minutes. Therefore, it is possible to have a smaller time step than

one hour. This will give a more adaptable solution and therefore, the cost of running the

chillers will be reduced.

The code is implemented in a highly flexible way: a variable ∆t is defined, which can be any

number submultiple of 60. If ∆t equals 15, 30 or 60, the algorithm just picks the appropriate

values from the available data. If ∆t is anything else (e.g. 10, 20 minutes, etc), a linear

interpolation is done.

For simplicity and to better appreciate the results, identical chillers are considered. Figure

2.20 shows the optimal solution for different sizes of time steps. Figure 2.20 (a) shows the

solution for ∆t = 60, while (b) has ∆t = 15. The overall shape is practically the same with

the exception that (b) only has two chillers running during the most expensive time of the

day (12pm to 6pm), while (a) needs an extra chiller on until 3pm; but on the other hand (b)

has one more chiller running from midnight to 1am and from 11pm to midnight.

Figure 2.20 (b) is smoother and more adaptable to the needs at every moment, since how

the chillers operate can be decided 4 times more.

Having a smaller time step allows the algorithm to decide more often what is the optimal
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(a) Time step of 60 minutes.

(b) Time step of 15 minutes.

Figure 2.20: Examples of solutions for different time steps. Data from August 28th, 2000.
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Figure 2.21: Number of chillers running with a time step of 30 minutes and an update at
10am for a hotter day. Estimated data from August 28th, 2000 and updated data from
August 27th, 2000.

solution, hence, the small tweaks on cooling inside the same working band. Having ∆t = 15

instead of 60 minutes, is also translated to a lower cost, of more than 10%. In this particular

case, the cost was reduced 11:67%.

The main benefit of the smaller step size is the ability to adapt much faster than before.

This is specially important when used with MPC. How, if an update is available at 9.05am,

there is no need to wait 55 minutes before reacting to the new conditions. An example of

this is shown on Figure 2.21. In this particular case, the update is received for a hotter that

than expected, therefore, chillers are run longer and more of them are turned on as soon as

the no-increase/no-decrease conditions allow it.
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2.8.2 Working band limits

In order to remove the dependency of the water flow (x) from the COP, the chillers operation

was constraint to be close to their nominal capacity. As mentioned on section 2.2, the allowed

working band for the chillers is 95%− 100%.

For this algorithm, since COP is only affected by temperature (Assumption 5), there is

little difference between operating the chillers between 95% − 100% and 98% − 102%, but

there is during the real operation of the power plant. This means that the chillers will be

running more efficiently (they will work closer to their nominal capacity), and thus, the cost

of operating them will be reduced. Additionally, there is no risk or downside when they are

working a little bit over their nominal capacity.

To better appreciate these subtle changes, chillers with identical COP and capacity are used.

An example of these two cases (95%− 100% and 98%− 102%) can be seen on Figure 2.22.

Figure 2.22 (a) is obtained using the original working bands, while Figure 2.22 (b) uses

98%− 102%. In the first case, the chillers never go over the 100% of their capacity while on

the second case, during the first hours of the morning they do. The important part comes

when considering the number of chillers after 6pm. Now it is clear that they operate closer

to their nominal capacities. From 11 to midnight, 7.62 chillers on for (a) while 7.84 chillers

for (b).

With these new working bands, chillers will works a maximum of 2% away from they nominal

capacity while with the previous ones the difference could go up to 5%. This brings the

assumption 5 closer to the real operation of the plant.
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(a) Chillers used from 95% to 100% of xmax .

(b) Chillers used from 98% to 102% of xmax .

Figure 2.22: Examples of number of chillers operating for different limits on the working
bands. Dotted lines indicate when chillers are used at nominal capacity. Data from Septem-
ber 24th, 2000.
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2.9 Final comments

At the beginning of this chapter the problem was presented as well as some assumptions

needed to tackle it. After considering all the assumptions on section 2.1, the problem became

linear and could be solved using linprog from MATLAB tools.

Later on, on section 2.5, a model predictive control was implemented. This reduced the

need for an accurate prediction of cooling demand and temperature. By doing this, assump-

tion 7 is now more flexible, since differences between prediction and actual values can be

solved running updates on the algorithm. Even with MPC, an accurate prediction would be

desirable.

The implementation of a convex method eliminated the need of having chillers with the same

characteristics (Assumption 8). First, different COPs were allowed, and some studies on the

behavior of the model were done, and after, different capacities where considered, using the

chillers at UC Irvine as an example.

After implementing the convex optimization, assumption 9 becomes extremely important

since if chillers are not used with descending order of efficiency, the cost function is not

convex and therefore no numerical solution can be obtained. Note however, that requiring

high efficiency chillers is rather common sense approach.

Finally, in section 2.8, some changes are made to the algorithm but without changing its

structure or adding any capabilities to it. For the remaining of this thesis, all other as-

sumptions (from 1 to 7 and 9) are still valid and needed. Some of these assumptions can be

removed easily. For example 1%−2% daily loss can be incorporated in the tank model. Sim-

ilarly, keeping ∆T accross the chiller can be, indeed is, accomplished with simple feedback

loops.
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Chapter 3

Cooling Prediction

For the method described in Chapter 2, a reasonably accurate prediction of the cooling

demand throughout the day was needed in order to compute the optimal use of the chillers.

In this chapter an approach to obtain this information is presented, starting with a prediction

of the wet bulb temperature. This prediction can be obtained from multiple resources, but

one reliable source that can be accessed for free is [21].

The first step is to know the expected wet bulb temperature for the next day every hour

or in intervals of 15 minutes, if possible. Data from the summer months of 2013 (July-late

September) was analyzed. Weekends and Holidays were excluded since the cooling needs of

the UCI campus in these days are much lower for obvious reasons. The end of September

was also discarded since lectures began and the cooling demand will be different. After

considering all these scenarios, 57 days were used. The days were put into 2 subsets: 42 days

were used for training and 15 for testing.
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3.1 Wet bulb temperature profiles

After analyzing the 42 days for training, three kinds of temperature profile were observed:

the peak of wet bulb temperature takes place early (before noon), late (after noon) or is a

wide peak (more than 3 hours). This is important because the cooling needs of a particular

day is closely related to the wet bulb temperature of that day. After dividing the days, from

the summer days of 2013, 16 days had an early peak, 12 a wide peak and 14 a late peak.

One example of each, where the maximum wet bulb temperature is the same, can be found

on the first row of Figure 3.1. On the first plot (early peak) the peak of maximum wet bulb

temperature happens at 10am and lasts for less that an hour. The second plot (wide peak)

the maximum wet bulb temperature also happens at 10am, but in this case the temperature

does not drop until almost 4 hours later. The last case, the third plot (late peak) has its

peak at 1pm for less than an hour.

From second row of Figure 3.1, it can be observed that for the first case (early peak) the

maximum cooling happens right after the peak of wet bulb temperature has been reached.

Before that, the cooling need increases at a constant rate. For the wide peak, the cooling

increases also at a constant rate until the maximum wet bulb temperature has been reached.

Then, the slope decreases (as the wet bulb temperature remains constant) until the peak

is reached one hour before the temperature starts dropping again. For the last case (late

peak), the cooling increases at a somewhat constant rate until the peak is reached, matching

the wet bulb temperature peak in time.
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Figure 3.1: Three examples of wet bulb temperature and cooling profiles, where the maxi-
mum wet bulb temperature is the same. First column shows an early peak (August 15th,
2013), the second column a wide peak (September 12th, 2013) and third one a late peak
(August 20th, 2013). The first row corresponds to wet bulb temperature profiles and the
bottom row to the cooling associated to the same day.
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3.2 Total cooling estimation

Now that three different classes for days are classified, the first step is to estimate how much

cooling is going to be needed for the next day. A linear relation has been observed between

the sum of all the values of wet bulb temperature (ΣT from now on) and the sum of the

cooling throughout the day (ΣQ).

In Figure 3.2, this linear correlation of the data can be observed. The green triangles show

the data from the 16 days with an early peak, the red squares correspond to the 12 days

with a wide peak and the blue circles to the 14 days with a late peak. Note that ΣQ and

ΣT are simply the sum of values.

To obtain the linear fit, the function polyfit in Matlab has been used. It finds the coeffi-

cients of a first degree polynomial that best fits the data in a Least Squares sense. These

polynomials are the green, red and blue lines on Figure 3.2. It can be observed that for the

same ΣT (if it is high enough), the earlier the wet bulb temperature peak takes place, the

more cooling is going to be needed. Also, when dealing with late temperature peak, ΣQ is

not going as high.

The result given by the polyfit function for the 3 different cases is shown on equation 3.1.

Qtotal;predicted;early = 2:009ΣTearly − 1:047 · 104

Qtotal;predicted;wide = 1:790ΣTwide − 9:110 · 103

Qtotal;predicted;late = 1:592ΣTlate − 7:936 · 103 (3.1)

Using now the 15 days for testing (5 for early peak, 5 for wide peak and 5 for the late peak),

the relation between ΣQ and ΣT can be seen on Figure 3.3. The linear fit presented in

equation 3.1 is shown by the colored lines (green for early peak, red for wide peak and blue

for red peak). The data points from the testing days follow the same color code and each
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Figure 3.2: Training data points and linear Least Squares fit for an early peak (green), wide
peak (red) and late peak (blue).

one has a different marker.

It can be seen that the testing data fits quite accurately the model, and the highest error

occurs on hot day with a wide peak. The error (understood as the difference between the

total predicted cooling by the model and the real cooling that was needed that day) is

computed as

error int =
|Qtotal;predicted − ΣQreal |

ΣQreal
· 100% (3.2)

Table 3.1 shows the maximum, minimum and mean errors when equation 3.2 is used. It can

be observed that the worst case has an error of less than 6%. It corresponds to August 30th,

2013, a day with a wide peak. The mean errors are between 1:3% and 3:6%, which is a good

fit. Considering that the wet bulb temperature is not known precisely and the prediction
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Figure 3.3: Testing data points and linear Least Squares fit for an early peak (green), wide
peak (red) and late peak (blue).

Maximum Minimum Mean
Early peak 2.63% 0.04% 1.32%
Wide peak 5.71% 2.31% 3.58%
Late peak 4.34% 0.24% 2.36%

Table 3.1: Maximum, minimum and mean error shown for the three different fits.

will always have an intrinsic uncertainty, there is limited value in having a more precise fit.

3.3 Shape definition

In the last section it was showed that ΣQ and ΣT have a linear dependency, therefore it

is reasonable to normalize the wet bulb temperature and cooling throughout the day (T(t)

and Q(t) respectively) with ΣT . For each day, the new normalized values are computed
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according to

Tnorm (t) =
T(t)
ΣT

Qnorm (t) =
Q(t)
ΣT

(3.3)

Doing this, the dependency of the cooling with the temperature is normalized. Now, with a

Least Squares fit the shape of the normalized cooling can be estimated.

Figure 3.4 shows the normalized cooling (Qnorm (t)) of three different days. Solid line repre-

sents the early peak, dashed line the wide peak and the dotted line the late peak. To better

appreciate the changes, these days are the same days used as an example on Figure 3.1.

When comparing both figures, it is easily seen that the cooling profiles are the same, just

scaled and superimposed on Figure 3.4.

To solve the Least Squares problem, the system Ax = b has to be computed. The solution

vector x, in general, will have a dimension of (n + 1) × 1, and the value of n (order of

polynomial) will be discussed later. Since the LS is going to be applied to every data point

and every day, matrix A is going to have dimensions of (days· 24 · n∆t)× (n + 1), where n∆t

represents how many data points are available for each hour.

Vector b will be (days· 24 ·n∆t)× 1. In this case n∆t = 4, and therefore the dimension of the

matrix A will be (days · 96) × (n + 1), and for vector b (days · 96) × 1. For the early peak

case days= 16, for the wide peak days= 12 and for the late peak days= 14.

Since the LS is applied to every data point, all days and all times are considered. For a
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Figure 3.4: One example of normalized cooling (Qnorm (t)) for each case. Solid line represents
an early peak (August 15th, 2013)), dashed line a wide peak (September 12th, 2013) and
dotted line a late peak (August 20th, 2013).

particular day i and time t0, the model Ax = b can be expressed as

A i;t 0x = bi;t 0

[
1 t0 t2

0 · · · tn
0

]


x0

x1

x2

...

xn


= bi;t 0 (3.4)

Therefore, to obtain the whole model, the last step is to stack these vectors in equation 3.4

(days · 96) times. The solution to the LS problem can be found using xLS = (AT A)−1AT b.

Finally, the shape of the normalized cooling throughout the day, denoted as Qnorm;LS (t), can
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Figure 3.5: Least Squares fit of the normalized cooling for the early, wide and late peak.
These three cases have been fitted using 4 different orders of the fit.

be found as

Qnorm;LS (t) =

[
1 t t 2 · · · tn

]
xLS (3.5)

Going back to Figure 3.1 it is obvious that n needs to be at least 4 in order to capture all the

major inflection points of the cooling profile. Some different values of n have been considered

to study which one gives the best fit for the three cases.

Figure 3.5 shows the normalized cooling (Qnorm;LS (t)) for 4 different degrees of polynomials

used in the LS fit. The 4th order can be easily discarded because even if the cooling decreases

from midnight to 3am, it does not decrease as fast as the drop in 4th order.
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3.4 Finding the final cooling

In section 3.2, the total predicted cooling (Qtotal;predicted ) was estimated using a linear fit. On

section 3.3, the shape of the cooling throughout the day (Qnorm;LS (t)) was obtained using

the Least Squares method. The last step is to bring it back to its regular units. To do so,

the normalized cooling has to equal the predicted cooling described in section 3.2. Denoting

the sum of normalized cooling as Qtotal;norm;LS , the scaling factor S can be defined as

S =
Qtotal;predicted

Qtotal;norm;LS
(3.6)

and therefore to get the final form of the cooling (Qdef (t))

Qdef (t) = Qnorm;LS (t) · S (3.7)

Since n (the order of the LS fit) is not fixed yet, it is going to be chosen the one that has

less energy peak error. The data is available every 15 minutes, so the energy provided by

the chillers is

Ereal (t) = Qreal (t) · 0:25 [MWh ]

Edef (t) = Qdef (t) · 0:25 [MWh ] (3.8)

The energy peak error is going to be defined as

error peak =
max{|Ereal − Edef |}

E tank
· 100% (3.9)

where E tank = 175MWh (as specified on Chapter 1).

This formula gives the highest instantaneous energy error for each day. Since the model

predictive control is implemented, a possible error on the first hours of the day is not going
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Using this equation the overall COP of the system when 3 chillers are working at a wet bulb

temperature of 55◦F is found.

This method has to be applied for any number of chillers on and any temperature on the

range. Once this is computed, all the values of COPcool(x; T ) are known. This process is

done in order to overcome the lack of real measurements. The plant operation will make

some of these values available, but some chiller-temperature combinations are not likely to

be obtained from plant operation.

Figure 4.2 shows COPcool(x; T ) (obtained with the method just explained) for 1, 4 and 7

chillers on. Since chiller 7 and 8 have the same characteristics, the COPcool for when both

chillers are used is the same as when only 1 chiller is used. It can be seen that for all chillers

running at low temperatures (typical night use of the installation) COPcool ' 4:5, but when

only few chillers are running at high temperatures COPcool ' 4. Therefore, it will be more

desirable to run a high number of chillers at night (when temperatures are lower) to have as

many as possible chilled water to avoid running chillers at the hottest hours of the day.

Once the values for all possible combinations of COPcool are obtained, the Least Squares

method is applied. As presented in equation 4.1, the objective is to find the function a(T).

As seen on literature [22], with a second order polynomial a good approximation can be

obtained. A third order polynomial was used but results were not improved noticeably.

Therefore, to be consistent with available literature, a second order approach is preferred.

We seek to fit the model a(T) = a0 + a1T + a2T2 in the LS problem. The unknown vector

will be x =
[

a0 a1 a2

]T
. Then COPcool(x; T ) = COP(x)a(T), can be written as b = Ax ,
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Figure 4.2: COPcool for 1, 4 and 7 chillers on.

which in matrix form can be expressed as

COPcool(x; T ) = COP(x)

[
1 T T2

]
a0

a1

a2

 (4.7)

To solve for the whole problem, we will need to consider all the temperatures and any number

of chillers running as long as they are used from high COP to lowest COP. For a single fixed

temperature (Ti ) we will have the following data points



COP1 COP1Ti COP1T2
i

COP2 COP2Ti COP2T2
i

...
...

...

COP7 COP7Ti COP7T2
i




a0

a1

a2

 =



COP(x1; Ti )

COP(x2; Ti )

...

COP(x7; Ti )


(4.8)
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COP(x) Flow rate ·104

1 chiller on 5.5 0.56518
2 chillers on 5.5 1.13036
3 chillers on 5.4865 1.300426
4 chillers on 5.3755 1.46077
5 chillers on 5.2892 1.61728
6 chillers on 4.8110 2.1042
7 chillers on 4.5540 2.59112

Table 4.1: COP(x) and cooling capacity for all the possible combinations of working chillers.
Flow rate in gal=min.

where COPi represents the COP(x) of the system when i chillers are running at the lowest

temperature (i.e. COP1 only 1 chiller on, COP2 2 chillers on and so on). Using the values

at the lowest temperature is an arbitrary decision, but at this condition, they will be the

closest ones to the nominal COP of the chillers. The exact values are presented on Table

4.1.

Equation 4.8 can be expressed as A i x = bi , where i refers to a temperature Ti . Therefore,

in order to apply the least square method to the whole range of temperatures, we will just

have to stack these matrices. This process results in the final problem Ax = b, which when

expanded will be



A1

A2

...

An


x =



b1

b2

...

bn


(4.9)

where 1 represents the lowest temperature considered and n the highest one. Finally, to
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know the values of coefficients of a(T), we just have to use xLS =
(
AT A

)−1
AT b. This gives

xLS =


1:8838

−2:6453 · 10−2

1:5143 · 10−4

→ a(T) = 1:8838− 2:6453 · 10−2T + 1:5143 · 10−4T2 (4.10)

with a maximum relative error of 5:04% obtained at the highest temperature (T = 80◦F )

when all chillers are working. The error is computed as

e =
|COPcool(x; T )− COP(x)a(T)|

COPcool(x; T )
· 100% (4.11)

Figure 4.3 shows the scattered values of COPcool(x; T ) (same values as showed on Figure

4.2) as well as the LS fit (COP(x)a(T)). Data obtained as 4 chillers means the four chillers

with the highest COP are working (i.e. chillers 7, 8, 3 and 1). When looking at how good

the fit is we can see that error increases as temperature increases having a pretty good

correspondence with original data for lower temperatures. At high temperatures, the error

is greater for when all chillers are on than when only one of them is working (the maximum

error was obtained at T = 80◦F when 7 chillers are on).

4.2 Weighted least squares

Typically, larger number of chillers are going to be running during night (i.e. low tempera-

tures) to accumulate chilled water for the day. Similarly, only few chillers are going to work

during the most expensive time of the day (which coincides with the higher temperatures)

to provide the minimum amount of water to avoid running out of it.

Therefore, it would be desirable to have the highest accuracy of the model for those condi-
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Figure 4.3: Overall system COP for the whole range of operating temperatures. Lines
represent the second order LS fit and data points are COPcool(x; T ) (i.e. bi ).

tions. Going back to Figure 4.3 it is easy to see that the LS fit could be improved. This is

the reason why the use of a Weighted LS would be desirable.

On the other hand, the least important combinations of chillers-temperature will be: high

number of chillers running at high temperatures (highly costly) and few chillers working at

low temperatures (we want to cool as much water as possible during cheap time).

This concept of “zones” where important and non-important combinations of chillers-wet

bulb temperature can be seen in a more visual way on Figure 4.4. The different zones are

presented in a scale of gray, the most important zones are dark gray (labeled h1 and h2 )

and the zones least important are light gray (l1 and l2 ).

Now xLS will be xW LS =
(
AT WA

)−1
AT Wbwhere W is the weight matrix. This matrix will

be formed by all 0 except on the diagonal, where the weights are placed. This matrix is a
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Figure 4.4: All zones shown. High importance zones (labeled as h1 and h2 shown in dark
gray and low importance zones (l1 and l2) shown in light gray. Medium gray represents
medium importance zone.

block matrix of the form of

W =



WL 0 0

0
. . . 0 0 0

0 0 WL

WM 0 0

0 0
. . . 0 0

0 0 WM

WH 0 0

0 0 0
. . . 0

0 0 WH



(4.12)

where each sub-block (defined by the dashed lines) represents a different range of temper-

atures. The first sub-block corresponds to low temperatures, the second one for medium

temperatures and the third one for high temperatures. WL , WM or WH stacked diago-
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nally create these blocks. These Wi are square matrices of dimension 7 (7 possible chiller

configurations) and there is one Wi matrix for each temperature.

Inside the diagonal of the smaller blocks is where the weight of the WLS method is going to

be. 3 different weights are going to be used:

• Value h: High accuracy is important due to the high cost associated to it, either by

the use of a lot of chillers at night or the use during the hottest time of the day of a

few chillers.

• Value m: Medium importance. Set to a value of 1.

• Value l : Low accuracy is still valid, since these situations are not going to be relevant

or frequent.

In these matrices, the first row corresponds to the use of only one chiller, the second row to

the use of two chillers and so on. To build each matrix, few chillers is considered as 1 or 2,

while many chillers are 5 to 7. Therefore, matrix WL (representing low temperatures) will

have as high importance the use of many chillers, while few chillers will be of low importance.

For configurations of chillers in between, there is going to be medium priority and as stated

above, m = 1. Consequently WL can be expressed as

WL =



l 0 : : : : : : : : : : : : 0

0 l 0 : : : : : : : : : 0

0 0 1 0 : : : : : : 0

0 · · · 0 1 0 · · · 0

0 : : : : : : 0 h 0 0

0 : : : : : : : : : 0 h 0

0 : : : : : : : : : : : : 0 h



(4.13)
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When medium temperatures are considered, any number of chillers has the same priority,

therefore

WM =


1 0

. . .

0 1

 = I (4.14)

Finally, for high temperatures, matrix WH has as high importance the use of few chillers,

while the use of many chillers has low importance:

WH =



h 0 : : : : : : : : : : : : 0

0 h 0 : : : : : : : : : 0

0 0 1 0 : : : : : : 0

0 · · · 0 1 0 · · · 0

0 : : : : : : 0 l 0 0

0 : : : : : : : : : 0 l 0

0 : : : : : : : : : : : : 0 l



(4.15)

Using these matrices and the values shown on Table 4.2, the next fit is obtained (wet bulb

temperature in oF ).

a(T) = 1:9150− 2:7167 · 10−2T + 1:5387 · 10−4T2 (4.16)

Figure 4.5 plots the obtained results with the use of the WLS method. It can be seen that

now the second order fit is much closer to the actual data when few chillers are on at high

temperatures (one of the important regions). For the other important area (many chillers

at lower temperatures) there are no significant changes. The gap between the fit and the

original data grows on the least important zones, but it is not going to have any effect on

our problem, since those conditions are never met. Also, for an intermediate value of chillers

68



Figure 4.5: Overall COP of the system for the whole range of temperatures. Lines represent
the WLS fit and data points are COPcool(x; T ).

the fit remains close to the data.

Table 4.3 shows the errors considering the different zones for the two methods described here.

The errors are computed following equation 4.11. It can be appreciated that the maximum

error of the WLS is greater that the one on the LS method. This error is again at high

temperatures for all chillers working (a low importance region), and therefore there is no

problem on having a high error. On zone h1, the error is slightly increased (only a 0:06), but

on the other hand, the error on zone h2 has been greatly reduced. Thus, the use of WLS

proved to be an advantage.

Figure 4.6 shows a graphical comparison between the LS and WLS fits obtained. The plot

shows the data points for one chiller on (triangles) and all chillers on (crosses). Dashed lines

show the LS fit and the WLS is presented by the solid lines. The results shown on Table 4.3

are easily seen here. It can be observed how the error on zone h2 has been greatly reduced
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Figure 4.6: Overall COP of the system for the whole range of temperatures. Dashed lines
represent the LS fit and solid lines represent the WLS fit. Also data points of COPcool(x; T )
are shown.

while the maximum error on h1 is virtually affected.

In this chapter exaggerated values for the COP of the chillers were used to develop a method.

Same reasoning will be followed on next chapter, but instead, preliminary data from the

operation of the power plant at UC Irvine is going to be used. This data will not consider

the hottest days of the year, and therefore, the final fit is expected to change once they are

available.
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Low Temperature ≤ 55oF

High Temperature ≥ 70oF

Few chillers on ≤ 2

Many chillers on ≥ 5

Low Importance (l) 0.2

Medium Importance (m) 1.0

High Importance (h) 10.0

Table 4.2: Variables and weight values used to create the weighting matrix.

Max error Only m and h zones Only h1 zone Only h2 zone
LS fit 5:04% (7ch, 80◦F ) 3:73% (7ch, 69◦F ) 1:61% (7ch, 55◦F ) 1:29% (1ch, 80◦F )

WLS fit 6:36% (7ch, 80◦F ) 4:51% (7ch, 69◦F ) 1:67% (7ch, 55◦F ) 0:15% (1ch, 70◦F )

Table 4.3: Maximum error, error when considering m and h zones (excluding low importance
zones) and error only considering each of the h zones are shown for the Least Squares fit and
the Weighted Least Squares fit. In parenthesis are shown the chiller-wet bulb temperature
where this maximum error occurs.
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Chapter 5

UC Irvine Power Plant Modeling

As explained before, the power plant at UC Irvine is formed by 8 chillers (7 of them electric

driven and another one powered by a steam turbine), a TES tank, some cooling towers and

pumps. Each cooling tower has a certain number of fans which can be operated individually.

Even though the manufacturers provide the specifications for each component, their opera-

tion is going to be greatly affected by the installation conditions. The layout of the power

plant, the use of the cooling towers and the weather conditions (temperature and humidity)

can reduce the overall COP of the system. Therefore, all power plants are going to be dif-

ferent. Having a deep knowledge of the behavior of the system will be necessary for use in

an optimal manner.

Here, the installation available at UC Irvine will be discussed. In order the obtain data from

real measurements, some sensors were put on all the chillers to know the cooling (in tons)

they are providing and the power (kW ) they are consuming at any given time. Additional

sensors were placed on the Balance Of Plant1 (BOP from now on) to also measure the power

consumed by it. Finally, also the wet bulb temperature was recorded to know how it affects

1Balance of Plant is the equipment that supports the chillers. i.e. cooling towers and pumps.
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the operation of the plant.

Data was recorded every hour from late September 2014 to early February 2015. During

this period, wet bulb temperature ranges from 34oF to 70oF and cooling provided gets up

to 12000 tons. Note that this period does not include the warmest days of the year. Also,

significant sensor noise and inconsistency are apparent in data. The values obtained here

should be considered preliminary, surely to be affected with acquisition of more data.

In the available points, the times where a chiller is turned on or shut down are discarded.

These processes are long and take a lot of energy, therefore, the readings would not be

coherent with the rest of their steady operation.

5.1 Chillers modeling

The first step to model the chillers is to know their COP and how it is affected by the changes

in temperature. Going back to equation 2.2,

COP =
Q
W

[tons]

[kWh]
(5.1)

Considering the unit change

3:51kWh = 1 ton refrigeration (5.2)

The adimensional COP is obtained as

COP = 3:51 · Q
W

(5.3)
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Figure 5.1: COP of four different chillers. It can be seen that it does not depend on the wet
bulb temperature.

Obtaining operating points from the data available COP(T) is relatively easy. Figure 5.1

shows, for four different chillers, COP for different temperatures. Neglecting the outlier

points, it can be seen that the COP of the chillers is fairly constant and thus it can be

concluded that it does not depend on the wet bulb temperature. This is probably due to

the fact that return temperature for both loops are kept at constant value and variation of

tempterature are absorbed and reflected in BOP power.

Therefore, the COP of the chillers is going to be considered as the mean of all the values

tested. The results are shown on Table 5.1. When compared to Table 1.1, it is easily seen

that the COP the manufacturer provides and the real COP once the chiller is installed and

operating on regular conditions differ. The cooling capacity of the chillers remains unaltered

from what the manufacturer specified. With this information, it is easy to find out the power

they will require to work (W = Q=COP), also shown on Table 5.1.
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Chiller 1 Chiller 2 Chiller 3 Chiller 5 Chiller 6 Chiller 7
COP 5.69 5.58 5.93 6.183 4.80 5.786

Cooling 900 900 1000 2800 2800 3250
Power 556.18 565.19 590.61 1602.27 2049.84 1974.11

Table 5.1: Values of COP, cooling (in tons) and power consumption (in kW ) of the chillers.

Even though chillers 5 and 6 are the same and should have the same COP and power

consumption, the conditions where they are typically used are different, and therefore, their

parameters differ.

It can also be observed that chillers 4 and 8 are missing on the Table. This is because they

are special cases and will be considered and discussed separately.

5.1.1 Special chillers

Chiller 4

Unlike the rest of the chillers, chiller 4 is a steam turbine driven chiller and it is not going to

be used to supply the cooling needs of the campus as often as others. Regardless, it is going

to be working and therefore, it has to be taken into account when considering how much

power the cooling towers are consuming.

Figure 5.2 shows some of the values obtained for chiller 4. After some filtering of the data,

the remaining data is still disperse, having a mean of COP = 12:49. The COP of this chiller

is much higher than the rest of the chillers, but this is because it is a steam turbine driven

chiller, and thus cannot be compared to the rest of the chillers on the installation.
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Figure 5.2: COP of the chiller 4 for a range of wet bulb temperatures.

Chiller 8

As mentioned before, chiller 8 is an electric chiller but the reason it is not considered with the

rest of them is that there was a problem with the cooling sensor. According to manufacturer,

the cooling chiller 8 can provide is of 3250 tons (same model as chiller 7). Unlike what was

expected, data provided by the UC Irvine central plant staff showed a much higher cooling

of more than 5500 tons.

Since this is not feasible, data was capped at 3250 tons (nominal capacity). Using this

capacity, the COP was computed with a mean of COP = 5:43. Results are shown on Figure

5.3. It can be observed that the values are not temperature dependent and consistent with

other cases.
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Figure 5.3: COP of the chiller 8 for a range of wet bulb temperatures.

5.2 BOP modeling

Now that the COP of the chillers is known for a certain amount of cooling tons needed, it

is easy to find how much power is going to be needed. The next step is to model the power

used by the BOP. This will allow us to find how much power it consumes when the system

has to provide a certain amount of cooling.

The power consumed by the BOP will be affected by how many cooling towers are on, by

how many fans has each cooling tower on and the speed they are working at. This process

is done manually, therefore, for the same amount of cooling and same temperature, different

values may be obtained, as the number of fans used might not be constant.

As an example, having two fans on at half speed or just one at full speed may provide the

same cooling of the refrigerant liquid but most likely will have different power consumption.

Having said this, it is expected to have a great mess of outliers and the best estimate that
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agrees with the actual literature will be picked.

The power consumed by the BOP is expected to depend on the wet bulb temperature and the

amount of cooling the chillers provide. To evaluate the dependency of the cooling provided

by the system, the total amount of cooling will be divided into bands. These bands will

correspond to the use of chillers at their nominal capacity ±10%. The bands are centered

at 0 (no cooling provided), 3250, 4250, 5150, 6050, 8850 and 11650 tons.

Figure 5.4 shows 4 of these bands. No chillers working, represented with green triangles

shows the power consumed by the BOP when there are no chillers working. Note that even

that there are no chillers working, the cooling tower and some pumps still have to work. Two

chillers working, red squares, has a cooling of 4250 tons. Blue circles show four chillers on

with a cooling of 6050 tons and yellow diamonds, has five chillers on and a total cooling of

8850 tons. As it is expected, the higher the cooling provided, the higher the power consumed

by the BOP.

The data presented has been filtered and the outliers have been taken out, but there exists

a clear dependence on the temperature. Also, the bands are clearly seen. The biggest gap

corresponds to no chillers on to two chillers on (i.e. a gap of 4250 tons of cooling). Adding

one more chiller (blue circles) means adding 1000 tons of cooling and the gap, while still

noticeable, is not that big. The difference between the last two cases is easier to appreciate

because there is an increment of 2800 tons of cooling.

All the bands are affected by the wet bulb temperature. The higher the temperature, the

higher the power consumed by the BOP. When only two chillers are on, it looks as if from

35oF to 45oF the power consumed by the BOP decreases. This does not correspond to the

behavior of power plant, therefore it is assumed to be just a result of the manual operation

of the plant.

Unlike the rest of the cases, when no chillers are working (green triangles) the power remains
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Figure 5.4: Power required by the BOP for the different cases studied: no chillers working
(green triangles), two chillers working (red squares), four chillers on (blue circles) and four
chillers on (yellow diamonds).

almost constant for the whole range of wet bulb temperatures analyzed. Therefore, two fits

are going to be considered: the first one, with no chillers working and the second one when

any number of chillers are working.

To solve the first case, a simple least squares fit is done. A third order fit is picked, although

there is no significant difference with the second order fit.

WBOP; 0 chillers = −6:135 · 10−5T3 + 5:847 · 10−2T2 − 3:598T + 391:865 (5.4)

where wet bulb temperature is expressed in oF and WBOP in kW .

Since the power of the BOP depends on the cooling (x) and the wet bulb temperature (T),
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Cooling WBOP at 50oF
4250 590
6050 660
8850 865

Table 5.2: Values used to obtain g(x). Cooling provided in tons and power consumed by the
BOP in kW .

it would be desirable to separate both dependencies, having

WBOP = g(x)f (T) (5.5)

This method will be used to find WBOP when any number of chillers are on. For the particular

case when no chillers are on, a different fit will be considered.

5.2.1 Finding g(x)

To find g(x), the relation between the power consumed by the BOP and the cooling provided

has to be studied. WBOP can be considered constant for lower temperatures but as the wet

bulb temperature increases so does the power consumed by the BOP. Looking at Figure 5.4,

all cases are constant at 50oF, so a mean value for each case is going to be picked (see Table

5.2 for exact values).

With these values, g(x) was obtained by simply doing a second order LS:

g(x) = 7:462 · 10−6x2 − 3:797 · 10−2x + 616:590 (5.6)

Figure 5.5 shows g(x) as well as the values on Table 5.2 (markers). Since there are only three

data points and the fit is of second order, the fit will pass through all the points perfectly,

but as it will be shown later on, it is a good fit for the rest of the levels of cooling.
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Figure 5.5: Power consumed by the BOP when chillers are run at 50oF. Markers show the
data points for 2, 4 and 5 chillers on (4250, 6050 and 8850 tons, respectively) and the line is
the fit of g(x).

5.2.2 Finding f(T)

Once g(x) is known, WBOP (x; T ) = g(x)f (T) can be expressed as b = Af , where f is the

unknown vector. Some different degrees have been considered, but the one that gave the

best fit is the third order. In matrix form this corresponds to

WBOP (x; T ) = g(x)

[
1 T T2 T3

]


f 0

f 1

f 2

f 3


(5.7)

To solve this problem, all the data points shown on Figure 5.4 have to be considered and

stacked, each one with its proper value of g(x) according to equation 5.6.
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Figure 5.6: Power required by the BOP for the different cases studied and the least squares
fit for each of them.

Using some weight on specific points to help to have a good fit, f (T) becomes

f (T) = 2:622 · 10−5T3 − 3:077 · 10−3T2 + 0:116T − 0:381 (5.8)

To summarize,

WBOP [kW ] given by equations


5:4 if no chillers on

5:6 and 5:8 otherwhise

(5.9)

Graphically these fits can be seen on Figure 5.6. For the case where no chillers are on, only

a slight increase on the slope is observed. For the rest of the cases, the power consumed by

the BOP remains practically constant until wet bulb temperature reaches 52oF. From this

temperature, it increases considerably.
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Figure 5.7: Power of the BOP for some testing levels of cooling. Markers show real data
points and solid lines the obtained fit using g(x)f (T). Green triangles represent one chiller
on (3250 tons), red squares show 6 chillers on (11650 tons of cooling).

To see if WBOP = g(x)f (T) is a good fit, it is evaluated with some testing data. Real

data when one (3250 tons) and six chillers (11650 tons) are on during the same period (late

September, 2014 to early February, 2015) was collected. These data points are presented on

Figure 5.7 as green triangles and red squares, respectively. The obtained fits are also shown.

5.3 Power plant COP

Once the chillers and the BOP are modeled, it is easy and fast to compute the COP of the

system for any given wet bulb temperature and cooling needed. Equation 2.2 is still valid,

so the only thing that needs to be done is to know the total cooling needed and the total

power consumed, therefore, when considering the whole power plant, equation 2.2 can be

83



Figure 5.8: COP(x; T ) when 2 chillers are on (solid line), 4 (dashed line) and 5 (dotted line)
for a 40oF range of wet bulb temperatures.

expressed as

COP(x; T ) =
ΣQchillers

ΣWchillers + WBOP
(5.10)

Which, if written adimensionally as a function of the COP and the cooling, becomes

COP(x; T ) = 3:51
ΣQchillers∑

i

Qi

COPi
+ WBOP

(5.11)

Now, this last equation has to be evaluated for the whole range of cooling tons and wet

bulb temperatures desired. For the different number of chillers on considered in last section,

COP(x; T ) can be seen on Figure 5.8.
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If no power is consumed by the BOP (i.e. WBOP = 0), equation 5.11 gives as results

COP2 = 5:83 (5.12)

COP4 = 5:77 (5.13)

COP5 = 5:89 (5.14)

where COPi represents the COP of only i chillers on. Comparing these values with Figure

5.8, just by the simple fact of having a BOP, the overall COP of the system is decreased

between 10 and 20% for low temperatures. At 52oF, COP stops being constant and decreases

another 6 to 10%.

From Figure 5.8, it can be observed that the COP depends on wet bulb temperature as well

as on cooling provided. Therefore, COP can be expressed as

COP(x; T ) = COPrate (x)a(T) (5.15)

To find these functions, a similar approach to the one presented on section 5.2 is going to

be followed.

5.3.1 Finding COPrate(x)

To find how the COP changes with the cooling, pairs of cooling - COP values are going to

be picked considering a constant wet bulb temperature (e.g. 65oF). These picked values are

shown on Table 5.3. Using a second order fit on these values, COPrate was obtained as

COPrate (x) = −1:116 · 10−8x2 + 2:278 · 10−4x + 3:674 (5.16)
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Cooling COP at 65oF
4250 4.440
6050 4.643
8850 4.815

Table 5.3: Values used to obtain COPrate (x). Cooling provided in tons.

Figure 5.9: COP of the system when chillers are run at 65oF. Markers show the data points
for 2, 4 and 5 chillers on (4250, 6050 and 8850 tons, respectively) and the line is the fit of
COPrate (x).

Figure 5.9 shows COPrate (x) as well as the values on Table 5.3 (markers). It can be seen

that the power plat COP increases as cooling increases. This is due to the fact that WBOP

corresponds to a smaller portion of the overall power used by the system as more chillers are

working.

5.3.2 Finding a(T)

Once COPrate has been found, the last step is to compute a(T). To do this, similar steps

to what was done on section 5.2.2, are followed. COP(x; T ) = COPrate (x)a(T), since
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(a) No limit on cooling. (b) Cooling limited at 8.5 · 105gph.

(c) Cooling limited at 6.8 · 105gph.

Figure 6.1: Examples of x(t) for different limits of cooling from 7am to 9am. Red line and
red markers show where the restriction is applied. Data from August 26th, 2000.

additional cooling has to be provided before the restriction time starts. Compared to case

(b), all five chillers turned on at midnight are going to operate until 7am, time where the

limit on cooling starts. The two chillers continue operating for the whole day. Since less

cooling was provided during the morning, the chillers have to be turned on earlier than

case (b). For this particular case, two chillers are turned on at 6pm (when the no-decrease

condition becomes active) and an additional one at 11pm.

Having the cooling limited to 6:8 · 105gph is an extreme case and not likely to happen on

regular operation of the power plant. This was only done to test the algorithm and prove
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that a feasible solution can be obtained.

6.2 No-increase/No-decrease conditions modified

In some cases, some chiller has to be shut down due to a scheduled maintenance or for any

other reason. This is done typically at night (e.g. 1am to 3am). Once the maintenance is

finished, the chiller can resume his normal operation.

Usually, the morning belongs to the no-increase interval due to the high cost of turning on

a chiller, but in this case, since the energy price is still cheap and will continue to be cheap

for a few hours, it is desirable to be able to turn on the inoperative chillers if needed.

This creates a conflict with the no-increase condition, which is active until 6pm. Therefore,

only at this particular time step it has to be removed in G in equation 6.2.

Figure 6.2 shows this concept applied to July 16th, 2000. On Figure 6.2 (a), no restriction is

applied. In this case, three chillers are on during the morning and are turned off successively

until the last of them is turned off at 3pm, where none of them is running. At 6pm, when

the no-decrease condition is applied some chillers are turned back on.

On Figure 6.2 (b), the limit on cooling is applied from 1am to 4am. During these three

hours, only one chiller is allowed to work. In this case, instead of starting the day with three

chillers, four are needed. At 1am, all of them except one are shut down for three hours.

At 4am, since the no-increase condition is removed (only at this time step), four additional

chillers are turned on to supply all the needed water and make up for the constraint hours

earlier during the day.

Starting at 5am, the no-increase condition is active (as usual) and it will remain in the same

manner until 6pm, once the expensive time of the day is over.
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(a) No limit on cooling.

(b) Cooling limited at 3.4 · 105gph.

Figure 6.2: Examples of x(t) for different limits of cooling from 1am to 4am. Red line and
red markers show where the restriction is applied. Data from July 16th, 2000.
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As in the previous section, the constraint of only having one single chiller available for three

hours is unlikely and does not correspond to a normal or planned operation of the power

plant. However, it shows that in a limit situation the algorithm can still give appropriate

results.
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Chapter 7

Conclusions and Future Work

The present thesis furthers the work done in [1] and [2]. To provide a reliable algorithm

that simplified the optimization problem of demand shifting, a series of assumptions and

simplifications were needed to allow the problem to be convex. This thesis has removed

some of these assumptions and has adapted the model to better fit its operation.

The first improvement presented in this thesis, removed the need of an accurate prediction

of the cooling expected. Only week days during the summer months are considered here

but the same method can be used on any other sort of day. Starting with a forecast of the

expected wet bulb temperature, a prediction of the expected cooling needed is obtained.

Obviously, since this method relies on a prediction of the temperature, some uncertainty is

expected. Using MPC to get updates on what the temperature has been will balance out

the differences.

Another improvement is to develop a method that considers the whole system (chillers, cool-

ing towers, pumps, etc) when computing the COP. Previously, only the chillers where con-

sidered, which gave inaccurate cost results, since these components will decrease the global

efficiency of the system. A general method was developed as well as a model using values
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from the operation of the power plant at UC Irvine. Additionally, the dependence of the

COP on temperature and flow rate was separated by expressing COP(x; T ) = COP(x)a(T),

which simplifies the problem.

Lastly, an option for limiting the cooling provided by the chillers is added to the algorithm.

Having this possibility available helps the operation of power plant. Occasionally, it is

desirable to limit use of the chillers, considering the overall needs of the micro-grid.

A variety of improvements can be made:

• Consider a limit on power consumption: The total cost of the operation of the power

plant during a given month can be expressed as

Total cost =
∑

Daily cost + Peak demand change (7.1)

The daily cost is just the direct cost of energy used, but the peak demand charge is a

penalty the utility companies impose to institutions to discourage them from creating

large peaks of demand. This charge, expressed as K · Epeak (where K is a constant)

only considers the monthly peak, (i.e. it is not affected if most of the days, the peak

is slightly under the monthly peak). Therefore, if a month has already a day with a

peak of Epeak[kWh], it would be desirable to use that as an upper bound.

• Optimizing the operation of cooling towers: This thesis has modeled the system using

data from the operation of the power plant, which is done manually, therefore, the

obtained data does not correspond to an optimal operation. This optimization can be

done either considering the cooling towers on their own or integrated with the chiller

operation.

• Incorporating the costs associated with non-zero loss in TES tank, since one assumption

of this thesis (Assumption 1) is that the TES tank is considered adiabatic.
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